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Abstract. Autonomous vehicles, as part of the emerging Intelligent
Transportation Systems (ITS), are positioned to transform the future
of mobility — a change enabled by new on-board sensors, as well as
the exchange of information between vehicles and between vehicles and
transport infrastructure. This raises new and unique privacy considera-
tions around what happens with the data. As the automotive industry
becomes more data-driven, getting consumer privacy rights will become
increasingly important for establishing trust and customer acceptance
of this technology. In this paper we analyze what are the new privacy
and data protection challenges that emerge in this domain and we put
forth directions of research initiatives for overcoming these challenges.
We build the discussion around legal compliance, identity management,
in-vehicle data recording, and anonymization of vehicle data. We then
debate on the advantages brought forth by emerging technologies (rang-
ing from the intersection of distributed edge and fog computing to new
5G-enabled smart connectivity networks) and how such innovations can
fulfill advanced privacy requirements in automotive industry.
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1 Introduction

In the last years, there has been a lot of interest in the development of vehicles
capable of driving autonomously. Autonomous vehicles (AVs) promise highly
increased traffic safety and fuel efficiency, better use of the infrastructure, and
the liberation of drivers to perform other tasks. For these reasons, autonomous
driving may create a paradigm shift in the way people and goods are transported.

Connectivity and communication technology — V2V as well as V2X commu-
nication — is considered a key success factor paving the way for the successful
implementation of autonomous driving functions. V2X communication enables
two key features in AVs: cooperative sensing, which increases the sensing range
by means of the mutual exchange of sensed data, and cooperative maneuvering,
which enables a group of AVs to drive according to a common decision-making
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strategy [25]. This connectivity between vehicles and between vehicles and trans-
port infrastructure is expected to significantly improve road safety, traffic effi-
ciency and comfort of driving, by helping the driver take the right decisions and
adapt to the traffic situation [13].

AVs, however, go beyond just being connected vehicles. They are formally
defined as those in which at least some aspects of safety-critical driving control
occur without direct driver input. To achieve this goal, AVs require extensive
data. Specifically, we are seeing the emergence of vehicles that feature an im-
pressive array of sensors and on-board decision-making units capable of coping
with an unprecedented amount of data. According to reports, sensors on AVs
will generate data roughly between 1.4 TB/h and 19 TB/h [24].

As AV technology is still in its infancy, privacy aspects are not well ad-
dressed [35]. The capabilities of AVs pose new challenges especially on privacy
protection, given the ubiquitous nature of capturing data in public and the abil-
ity to scale without additional infrastructure. Another aspect that complicates
things even further is the fact that AVs capture data not only from users, but also
from non-users (i.e. pedestrians walking outside the vehicle) with very limited
possibilities to offer notice and choice about data practices.

Discussions on how to manage privacy risks from the legal perspective have
been ongoing in the last years, but a lot of uncertainty still remains. The EU
and governments in most countries have developed new regulations to control
the access to, use and sharing of personal data, but these are not specific to AVs.
Therefore, there is great need for clarifications specific to the context of Coop-
erative Intelligent Transport Systems (C-ITS) and AVs. This legal uncertainty
about what can be done and what not burdens technological development in the
automotive industry and so it is critical that it is addressed timely.

The AV ecosystem must also prioritize consumer expectations and trust.
Since privacy is the baseline for trust into a system, it is a requirement for cus-
tomer acceptance of a technology and, consequently, it is a key market enabler.
A recent survey on the public opinion on automated driving reveals that there
are worries on safety and privacy aspects of AVs [32]. Bloom et al. [6] also inves-
tigated people’s conceptions of the sensing and analysis capabilities of AVs and
found that scenarios such as tracking and identification caused overwhelming
discomfort to people.

Contribution: In this paper we bring forward what we see as emerging privacy
challenges in the autonomous driving domain, not only from the technological
side, but also from the legal and policy landscape. We argue that the special char-
acteristics of autonomous driving create an environment where current solutions
fall short and we put forth directions of research initiatives for overcoming these
limitations. We debate on the advantages brought forth by emerging technolo-
gies (ranging from the intersection of distributed edge and fog computing to new
5G-enabled smart connectivity networks) and how their adoption can be proven
as an invaluable milestone for coping with the hurdles of current mechanisms
that cannot capture the privacy and trust requirements of all involved stake-
holders. We present our vision of how such innovations can fulfill these advanced
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requirements and we highlight open issues and challenges that need to be taken
into consideration at an early stage. We believe that advancing the discussion
on these core pillars, in AVs, can be used to shape industry practices into devel-
oping and adopting privacy-respecting technologies, before deployment outpaces
understanding of potential ramifications.

2 Data defined

To understand what kind of personal data are collected by AVs, we first need to
look at the sensors that such vehicles are equipped with. Typical sensors include
GPS for navigation, cameras located in the front, rear, left and right that give a
360° view of the car, and a multitude of ranging sensors like RADAR and light
detection and ranging (LiDAR) for generating a 3D map of the environment.
Data fusion integrates all this sensor data into an environmental model of a
vehicle’s surrounding that also includes detection of object types to distinguish,
for example, between cars, pedestrians, bikers and solid obstacles.

Vehicles also collect data from their surrounding vehicles. As part of the
European C-ITS technology, vehicles broadcast their speed, location and direc-
tion data using two types of messages, which are known as Cooperative Aware-
ness Messages (CAM) and Decentralized Environmental Notification Messages
(DENM) [10]. CAM messages are broadcast quasi-continuously (at 1-10 Hz) and
they contain dynamic, kinematic data, as well as static information like dimen-
sions of the vehicle. DENM messages are broadcast in addition to the CAM
messages, but only upon the occurrence of specific events (like accidents) for ur-
gent situations, and they contain location information about the event. Similar
technology is standardized in other parts of the world.

Privacy concerns about vehicular communication have been raised already
in the early 2000s [38]. More recently, the Data Protection and Privacy Working
Group of the Cooperative Intelligent Transport Systems has issued an analy-
sis, which makes it explicit that the broadcast CAM and DENM messages are
personal data [9]. The reason for that is that even though they do not contain
any unique identifiers, the data subject may be indirectly identifiable, either
through the contained information like location data or the dimensions of the
vehicle contained in the CAM messages, or through the PKI certificate, attached
to both messages. The EU Commission [11] and the Art. 29 WP [4] also make
it clear that data broadcast by vehicles qualify as personal data, as it relates to
an identified or identifiable natural person.

Even though a number of stakeholders consider that most of the vehicle data
should be treated as personal data by default [15], it is worth trying to list and
categorize personal data based on how they are collected and disseminated in
the system. This can make the difference between current vehicle technologies
and AVs more clear and form the basis of analysing new privacy challenges. So
first let us look at what kind of personal data are collected by AVs:
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Data about ego vehicle and its passengers, for example:

— data on the drivers and passengers like name, address, account information,
but also in-vehicle video and biometric data for the authentication of the
driver (e.g., voice-, fingerprint-, video-and other types of authentication) or
his monitoring (e.g., image processing for fatigue detection),

data on personal devices of drivers and passengers like MAC addresses,
trip information like start and end of trips,

— vehicle location data.

Data about vehicle-external entities, for example:

— license plates of surrounding vehicles,

— video recordings including identifying information like faces of pedestrians,
bikers, etc.,

— sensor data from LIDAR, RADAR, etc. involving other persons,

— data received from other vehicles (location, etc.)

This multitude of data to be considered from a data protection perspective
makes it challenging to effectively assess a C-ITS system in a data protection
impact assessment. It can be helpful to classify data first and one way to cat-
egorize data is based on the way it can be accessed, for example whether it is
broadcast to all, broadcast in a private network or can only be accessed from a
stored source. The International Working Group on Data Protection in Telecom-
munications has suggested the following categories [28]:

— Data collected and processed by the vehicle, including information and en-
tertainment systems built into the vehicle.

— Data exchanged between the vehicle and personal devices connected to it,

— Data exchanged between the vehicle and external entities (e.g., infrastructure
managers, vehicle manufacturers, insurance companies, car repairers).

— Data broadcast to surrounding vehicles and infrastructure entities to enable
C-ITS.

Another way to categorize data is to look at the source of the data, as pro-
posed in Table 1.

3 Bumpy Road Ahead

While privacy protection for C-ITS has been investigated for more than a decade
and solutions like changing pseudonyms have been included into standards, we
think that autonomous driving will create new challenges or aggravate existing
ones. Therefore, in this paper we want to discuss those emerging privacy chal-
lenges and argue on the shortcomings of current practices from industry and
research community to address these challenges in adequate ways.
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Table 1. Data related to autonomous vehicles.

Kind of data Example how data is handled
Sensor data (sensors, High-bandwidth sensor data for object avoidance and map-
radars, Lidar) ping, and infrared thermal imaging.

Data acquired and processed on-board. Under some conditions
part of the data may be send off-board for training the machine
learning system.

Video Recording Capture high-bandwidth images of vehicles and parties exter-
(exterior) nal to the vehicle. Identify external parties and number-plates
of other vehicles.
Data acquired and processed on-board. Under some conditions
part of the data may be sent off-board for training the machine
learning system.

Video Recording Monitor driver alertness and occupant behaviour. Data ac-
(interior) quired on-board and can stay there.

Biometric, biological Monitor driver alertness and behavior. Recognise drivers and
or health data occupants through fingerprints or facial recognition
Crash-related data Input data from the vehicle in the seconds before and during

the crash stored in Event data recorder. Data collected and
processed by the vehicle.

V2X Communication Enable awareness driving through CAM and DENM in EU or

data BSM in US, sensing driving through Collective Perception Mes-
sage (CPM) and cooperative automated driving trough Ma-
neuver Coordination Message (MCM) and Platooning Control
Message (PCM).

3.1 World-wide Legal Compliance

OEMs produce for a world-wide market. Many countries are updating and en-
hancing their data protection laws, as evidenced by the European GDPR, the
Japanese Act on the Protection of Personal Information (APPI), or the Califor-
nia Consumer Privacy Act (short CCPA) that all were created or revised in the
last years. This creates the problem of how to design and develop C-ITS systems
that are compliant with those fast changing and in parts diverse regimes. Al-
Momani et al. [2] provide a discussion of different legal data protection regimes
world-wide and the consequences when developing automotive services for mar-
kets worldwide.

3.2 Legal Bases for Processing Personal Data

As a general principle, each company processing personal data as a controller
needs a lawful basis to do so. One such lawful basis is informed consent, where the
individuals affected about the intended uses of their personal data get informed
about this and their consent to such processing is obtained. However, for selling
and offering services around AVs, consent is not the only option. Article 6(1)
specifies several other options that can make processing of personal data lawful,
for example, if required for fulfillment of a contractual obligation with that
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person. Regarding AVs, the legal discussions are still ongoing as to which of
these options apply in which case, since the situation is complex with many
different players involved, each having different purposes for the data collected.

The case of legal basis for processing CAM and DENM messages in the con-
text of C-ITS and connected car is perhaps an indicative example. The Data
Protection WG of the C-ITS Platform [9] has analysed thoroughly each of the
above options for legal basis and it has given comments on the feasibility of each
one. Regarding informed consent, it makes it clear that this form of legal basis
is simply impossible in practice. The Art. 29 WP [4] has analysed this further
and has given several reasons for the difficulty of implementing consent as legal
basis. They mainly have to do with the fact that car owners and car users have
to be treated separately and that broadcasting nature of the communication
makes it impossible to establish a mutual recognition mechanism between the
data subject (sender) and controller (recipient). On the other side, the recent
Guidelines published by the European Data Protection Board (EDPB) commu-
nicate the view that consent should generally be the legal basis for the processing
of personal data in relation to connected vehicles [14].

In the context of cameras, video data in which individuals are recognizable
amounts to personal data for GDPR purposes and so a valid legal basis is re-
quired for data processing activities. Under Article 89 (and Recital 159) of the
GDPR, there is an exemption that permits the processing of personal data for
scientific research purposes which is even strengthened by some national or state-
level regulation. The Bavarian Data Protection Authority has indicated that it
considers that the use of dashcams for the purposes of research and develop-
ment of autonomous vehicles could fall within this exemption [5] and §13 in the
state-level data protection regulation in Baden-Wiirttemberg points in a similar
direction [33]. However, it should be noted that there is no broader consensus
on a FEuropean level at this point.

So there is a need for clear guidance to help controllers and technology de-
signers determine on what lawful basis for processing to rely on and implement
the corresponding solutions. This should happen based on data categories as
outlined above. Relying on consent alone may prove challenging in the context
of connected and autonomous driving. Of particular interest to technology de-
signers is the fact that provisioning of consent requests must be in “intelligible
and easily accessible form, using clear and plain language” according to GDPR.
This touches the issue of usability of privacy notices and controls, which even
though it has been studied extensively, few ideas exist in the automotive domain.
In particular for safety messaging, establishing a legal basis for processing may
be the more promising approach, but requires the legislation to become active.

3.3 Transparent and Interpretable Processing

As emphasized by Art. 29 WP [4], users need to be fully aware of the scope of
the processing of the data they broadcast through their vehicles. Who receives
these data (e.g. other vehicles, OEMs, road managers, etc.) and how they process
these data should also be transparent to the data subjects. The Data Protection
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and Privacy Commissioners also urge the involved parties to give data subjects
comprehensive information as to what data is collected and processed in the
deployment of connected vehicles, for what purposes and by whom [27].

There are currently only limited possibilities to interact with the data sub-
ject within the vehicle and provide sufficient and appropriate information about
the handling of personal data. These limitations are mostly due to the small dis-
plays (such as the head unit in the vehicle) or mobile apps, which make it hard
to transparently provide the user with all relevant information. One particular
OEM currently shows a 15 page long privacy policy on a 20 cm screen. So it is a
challenge for future research to create new user interface design as well as pri-
vacy policy formatting and make the collection, use, and sharing of information
more comprehensive to the data subject.

As future mobility with autonomous mobility is expected to also show a
much higher degree of shared mobility, this also means that passengers will
likely change cars very frequently. Reconfiguring privacy-settings and consenting
in each vehicle anew with completely different Uls is not practical, so we need
a higher degree of standardization of privacy settings among OEMs and maybe
even a privacy profile portability where users can carry their settings with them,
e.g., on a smartphone.

Outside the vehicle, a company deploying cameras typically has no direct
relationship with the individuals who may pass through the dashcam’s field of
view, which makes it more challenging to provide those individuals with the
required information. The Guidelines suggest the use of a “layered” approach,
with the most important information displayed on a highly visible sign (e.g.,
a sticker on the outside of the vehicle) alerting individuals to the fact that a
dashcam is being used, and providing a means of obtaining further information
(e.g., using a QR code that individuals can scan with a smartphone, and that
links to an online privacy notice setting out the required information).

3.4 Explainability of AI

Related to interpretability and transparency is the notion of explainable Al. As
the level of automation is constantly increasing via the use of state-of-the-art
AT solutions, such systems become more difficult to understand for the user
and there is no transparency around algorithmic decision making. In order to
address this problem, the EU’s GDPR has added the “right to an explanation” to
the policy, highlighting the importance of human-understandable interpretations
derived from machine decisions. Further, the regulation is requiring firms to
provide data subjects with “meaningful information about the logic involved” in
“concise, intelligible and easily accessible” forms [21].

However, legally the GDPR does not seem to fully guarantee or grant “right
to an explanation”, since it is not part of the regulation itself but rather appears
only in recital 71 which has no binding nature [41]. Although it is not yet clear
how these legal requirements will be implemented in practice, it is unlikely that
there will be a one-size fits all technical approach to explainability, given the
wide range of Al applications. Any solution should be attuned to what each Al
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technology is expected to accomplish in the context where it is applied and what
are the possibilities to reveal meaningful information. In any case, one can be
sure that transparency aspects will gain in importance as Al decisions will affect
our daily lives more and more.

3.5 Identity Management

Part of the discussion on privacy for connected and AVs concern the security
of the messages exchanged between vehicles, i.e. the CAM and DENM mes-
sages. It was suggested very early to use digital certificates to authenticate mes-
sages in vehicular communications and prevent an attacker from injecting false
messages [20]. Certificate do not contain any information that links them to a
particular vehicle or owner, in order to protect the privacy of individuals from
location tracking. Instead, vehicles are assigned pseudonyms, which is embedded
in certificates, in order to preserve anonymity [18].

Aiming to cope with the management of pseudonym certificates, many pro-
posals have appeared in the literature for creating a Vehicular Public Key In-
frastructure (VPKI) (for a survey, see [30]). Two prominent examples are the
Security Credential Management System (SCMS) [7], which is a product of ve-
hicle OEM consortia and the US Department of Transport (USDOT), and the
European Cooperative-ITS Certificate Management System (CCMS), developed
by CEN and ETSI with support from the Commission [12].

Both systems envisage a technical and organizational separation of duties
between different PKI authorities to cope with internal attackers, ensuring that
“no single entity” in the architecture can track a vehicle across space and time,
unless it colludes with one or more entities. This is in line with other research on
VPKI structures that are inherently resilient to such collusion inside the PKI [16,
17]. However, since it would be a costly solution to realize this, in practice it is
not precluded that multiple authorities, operating these entities, are under the
same organizational umbrella. For example, USDOT describes removal of certain
separations of SCMS functions, which may now reside in the same organization,
while the responsibility is passed to the SCMS Manager to decide on the rules for
governance/policy of separation [40]. Note that the SCMS manager is expected
to be an industry-wide coalition of stakeholders. Another reason that justifies
the shift of onus to the SCMS Manager is the inclusion of the Mobile Network
Operator (MNO) in the ecosystem, which leads to the re-evaluation of the risk
assessment and allows a variety of simplifications, as pointed out by 5GAA [1].

However, it is clear that removing the “no single entity” constraint does
weaken the privacy protection to some extent, and hence may increase the risk
of vehicle tracking by internal entities. This therefore has to be considered care-
fully when it comes to actual operation of a V2X PKI, taking all risks and
mitigation into account. Concerning PKI operation, organizational separation
based on technical means still offers higher privacy protection assurances. In
general, different parties or authorities inside the V2X PKI ecosystem can pos-
sibly collude together to compromise privacy and track a vehicle, despite other
policies. A frequent assumption in this case is that all entities in the system are
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honest and don’t collude with each other. Thus, the question remains, how to
establish and maintain this federated trust and experience.

3.6 Anonymization of Vehicle Data

There are several cases where anonymization of vehicle data is advised or even
legally required. In the context of AVs, huge amounts of video data are being
collected with the goal of creating environmental models to train the intelligent
algorithms or to validate complex autonomous driving functionality. Images or
videos recorded in public areas may contain personal data such as license plates
and people’s faces. AVs cannot give all pedestrians and drivers they encounter
notice and choice. So another permitted solution to respect privacy rights is to
anonymize the recorded data immediately, so that no conclusion about personal
information can be drawn.

Early methods have been relying on obfuscation with a solid colored box,
pixelization, random pixel shuffling, Gaussian blur and distortion. For example,
Grosselfinger et al. have presented an architecture for automatic multimodal
video data anonymization to ensure data protection [22]. Schnabel et al. [39]
evaluated several techniques and concluded that anonymization of personal data
in the training set can impact the detection of vehicles at various degrees. How-
ever one would expect that anonymization would have a different impact on
detection performance, depending how important the region we target is for fea-
ture learning. For example, perhaps blurring license plates could have a different
impact on the performance of a car detector, than the impact of blurring faces on
the human detector. More extensive experimental evaluation is definitely needed
in this area. Another approach is to replace faces or number plates in the video
with generated ones, in order to de-identify subjects in images or videos, while
preserving non-identity-related aspects of the data and consequently enabling
better data utilisation.

3.7 In-vehicle Data Recording, Storage and Access Management

Aiming to support crash reconstruction or accident investigations, automotive
products have been developed collecting and recording event data. With advent
of autonomous driving, forensic capabilities require massive enhancements: in ad-
dition to traditional low-bandwidth sensor data, now also data that contribute
to driving and maneuver decisions are required for crash reconstruction analy-
sis. High-bandwidth data is required to be stored, if the operation of machine
learning based autonomous decision making shall be reconstructible and the ex-
ecution of the computing decision that controlled the vehicle shall be forensically
analyzed. The reconstruction of Uber’s Elaine Herzberg case presents a first very
relevant example [23].

For sure, event data recording can include information that is related to
an identified or identifiable natural person. It is a matter of the (i) purpose
for which the event data recording is performed that determines the privacy
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requirements, and per se event data recording is a (ii) subset of all informa-
tion managed on-board. The discussion in this section focuses on event data
recording for reconstruction or clarification of accidents, i.e. low-bandwidth and
high-bandwidth data collection on-board that serves the forensic analysis. The
technical challenge is to store the necessary data in time and according to legal
requirements. Based on existing US and upcoming EU regulatory requirements,
any data recording beyond on-board collection that fulfills other purposes than
forensics will have different security and privacy goals. For example, if recorded
data is condensed to optimize storage requirements and regularly send into the
OEMs cloud infrastructure [37].

Whereas historically some of the sources that contribute to the event record-
ing are distributed on-board of a vehicle, we see the future tendency to have one
physical device and one interface only.

Table 2. Forensic Event Data Recorder Requirements.

Forensic Goals Data Protection Goals

- Recording necessities (specific to - Data availability

vehicle capabilities)

- Authenticity of data - Data integrity

- Data consistency including timing - Access control at interface when
correctness reading recorded data

The event data stored on such a device is neither available via a public
interface nor is the physical interface easily accessible. Sometimes it is even
necessary to disassemble the interior of a vehicle to access the device. All this
indicates that an investigation for crash reconstruction or accident analysis is
left to specialists only. It is performed in case evidence is collected that have to
fulfill modern court standards, when it comes to legal proceedings (cf. Table 2).
Against this background, of course GDPR will play a role. However, it may
be that higher-priority law, including court orders, supersedes data protection
rights.

4 Bridging Security Management Silos to Boost
Operational Assurance and Functional Safety in AVs

Seeking to design successful secure and privacy-preserving architectures for AVs,
one has to cater for the open challenges we discussed in the previous sections.
The security, interoperability and connectivity in a dynamic network of vehicles,
gateways, services and applications across operations technology and information
technology stakeholders requires strategic rethinking of policies and processes in
the context of cyber-security, privacy and trust establishment without impeding
the strict safety requirements of such environments.

As a consequence, the current trend is to understand AVs inherently and in-
creasingly as Federated Safety Critical Systems designed, implemented, operated
and owned by multiple tenants capable of providing mixed-criticality services
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with different security, privacy goals, requirements and priorities. Towards this
direction, novel development paradigms need to become prominent leveraging
the benefits of emerging technologies such as cloud-, edge-, and fog-computing,
and their intersection, that are based on the microservice concept [29].

A high-level view of such an approach is depicted in Figure 1. Edge and fog
computing nodes coexist in a 5G fronthaul-backhaul infrastructure and support
the mixed-criticality microservices running either in the back-end cloud infras-
tructure or closer to the edge. The edge/fog level is composed by a diverse type of
nodes and infrastructures with different processing capabilities, split in general
into autonomous vehicles and fog-based service delivery nodes (e.g., application
servers, content delivery and data storage nodes).

To achieve high scalability and effective agility levels, applications need to
be decomposed into a mesh of “cloud-native” and “edge-running” microservices,
each one with specific security, privacy, trust and safety objectives packaged
on independent virtual execution environments. For instance, consider a safety-
critical microservice, such as collision avoidance or accident reconstruction, with
much more strict performance and trust boundaries than a microservice ded-
icated to traffic prediction or infotainment. As autonomous driving generates
high-bandwidth data, it is a valid question if such data shall stay on board or is
shared with instances outside the AV. A central entity, named “application or-
chestrator”, is responsible for realizing this application business logic by properly
managing the lifecycle and interconnection of such microservices over cloud and
edge (i.e., AV) resources. Essentially, managing the accelerated offloading of the
time and resource intensive (non-safety critical) microservices to the back-end
cloud infrastructure, thus, reducing the load of the edge AVs (to be allocated di-
rectly towards the execution of only those safety-critical microservices that need
to operate at the highest trust level) which in turn will allow the entire system
to meet the strict requirements, as have been identified by the standards.

Depending on the complexity of the safety and security, privacy assurances
that a microservice needs to adhere to, such an architecture allows for a smart,
flexible slicing of the underlying infrastructure that can dynamically adapt to
changing requirements (be it bandwidth, network, security, privacy and trust
resources) of safety-critical applications whilst enabling network segmentation,
thus, supporting real-time and latency free security and safety utilities. This
milestone, however, can only be achieved through the adoption of 5G-enabled
ecosystems capable of reducing the end-to-end latency between the cloud re-
sources and the connected edge AVs to enable real-time security and safety data
offloading procedures outside the AV.

Particularly with respect to safety and security, microservices must be en-
abled to make and prove statements about their state and actions so that other
microservices can align their actions appropriately and an overall system state
can be assessed where security policies can be evaluated and enforced.

For instance, single ECUs in a vehicle may be able to remotely attest to other
devices that they are in an untampered state of integrity and have up-to-date
and valid sensor input available on which it bases its decisions. Based on such
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Fig. 1. Envisioned 5G Ecosystem for Autonomous Vehicles with intelligent network
control and microservice deployment

a proof, another ECU may then decide (based on a security policy) that it can
accept commands from the earlier ECU without risking safety and security of the
overall system. This can be continued to ensure safety and security of an overall
car and then of systems of cars communicating via Car-2-Car communication.

This goes substantially beyond simple authorization schemes telling who may
access whom, but will require understanding of semantics of requests and chains
of effects throughout the system and an analysis both statically at design-time
and dynamically during run-time. It requires strong attestation services, target-
ing both the software and hardware layers and covering all phases of an AV’s
execution; from the trusted boot and integrity measurement, enabling the gen-
eration of static, boot-time or load-time evidence of the AV’s components cor-
rect configuration (Configuration Integrity Verification (CIV)), to the run-time
behavioral attestation of those safety-critical components of an AV providing
strong guarantees on the correctness of the control- and information-flow prop-
erties [31], thus, enhancing the performance and scalability when composing
secure AVs from potentially insecure components.

On a similar note, we also argue that the pressing need for establishing
federated trust between services and devices cannot be solely secured, in such
architectures, with common centralized solutions like PKIs. What is needed are
decentralized solutions capable of (partially) shifting trust from the back-end
infrastructure to the edge (i.e., vehicles) so as to reduce the vector of entities
for which we want to make sound statements in terms of their configuration,
security settings and trustworthiness.

For example, Camenisch et al. [8] introduced recently a solution based on the
novel concept of zone encryption incorporating dynamic group signatures with
attributes. This allows vehicles to generate unlimited pseudonyms locally with
negligible credential download-and-storage costs. Similarly, Whitefield et al. [42]
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suggest the use of Direct Anonymous Attestation (DAA) algorithms and trusted
computing technologies as an enabler for more decentralized approaches, where
trust establishing is shifted from the back-end infrastructure to the edge [19].

In the same line of research of investigating the integration of trusted com-
puting technologies, another development would be to leverage software-based
Trusted Execution Environments (TEEs), such as the Intel SGX [26] and the
ARM TrustZone [3]. This could allow to confine processing of personal data
within a secure enclave that is verified by remote attestation to be in a certified
process that will not process personal data outside of the declared purpose.

Another direction towards a decentralized environment would be to investi-
gate advanced Al techniques like federated learning [36], which enables develop-
ers to train based on the shared models on their decentralized devices or servers
with the local dataset. Compared to traditional centralized machine learning
techniques, federated learning reduces privacy concerns by maintaining data in
local servers and sharing model updates, e.g., gradient information, instead of
the raw data. However several challenges remain to make this technique more
privacy preserving [34].

5 Conclusions

To conclude, we believe that a critical part of any effort to achieve consumer
acceptance of AVs will be assuring consumers that the involved technologies do
not pose a significant threat to privacy and have been designed to help pro-
tect against vehicle tracking by any government or company participating in the
ecosystem. Therefore we see the need to address several remaining data protec-
tion issues, such as the lawful basis for processing, on a regulation and policy
making level, in order to offer more clear guidance to the industry and enable
them to progress faster. On the same level, there is also great need for more har-
monization efforts between different legal data protection regimes world-wide.
On a technical level, we identified the need to move towards scalable and de-
centralized solutions, eliminating the need for federated infrastructure trust. We
discussed how this can be done by adopting emerging technologies, such as the in-
tersection of distributed edge and fog computing with the new 5G-enabled smart
connectivity networks, decentralized PKI architectures, trusted computing tech-
nologies and privacy-preserving machine learning in automotive contexts. While
several research challenges remain open, we hope that the adoption of these tech-
nologies can be an invaluable milestone for coping with the hurdles of current
mechanisms and shape the foundation for more privacy-preserving practices in
the autonomous vehicle industry.
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