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Abstract—Nodes in sensor networks do not have enough networks where the packet can always be forwarded under
topology information to make efficient routing decisions. To relay this greedy forwarding strategy. However, in more sparse
messages through intermediate sensors, geographic routing hastopologies greedy forwarding may fail to find a path towards

been proposed as such a solution. Its greedy nature, however, L .
makes routing inefficient especially in the presence of topology the destination even though such paths may exist. In these

voids or holes. In this paper we present GRAViTy (Geographic Cases the packet reaches an intermediate node that has no
Routing Around Voids In any TopologY of sensor networks), neighbors closer to the destination, so making a greedycehoi
a simple greedy forwarding algorithm that combines compass cannot result in any further progress. Therefore, altar@at

routing along with a mechanism that allows packets to explore gyatagies must be tried until greedy forwarding can be used
the area around voids and bypass them without significant again

communication overhead. Using extended simulation results we o
show that our mechanism outperforms the right-hand rule To overcome these local minima and help packets advance

for bypassing voids and that the resulting paths found well further in the network, [3], [4] propose the use of the “right

approximate the corresponding shortest paths. GRAViTy uses a hand rule” that routes packets counter-clockwise along a
Croslf’ 'ay‘ged 3ppr°a0h to improve r‘é”g“% paths for .S”bcsieq.”.e”t face of the graph until they reach a node that is closer to
packets based on experience gained by former routing CaSIONS. ihe destination than the one where the packet entered this

Furthermore, our protocol responds to topology changes, i.e. . . .
failure of nodes, and efficiently adjusts routing paths towards Perimeter traversal mode. However, as we will see lates, thi

the destination. solution does not provide efficient routes for voids that db n
Index Terms— Geographic routing, Topology, Voids, Greedy have a closed (convex) shape. Furthermore, it requirescthe e
forwarding, Wireless networks cost of graph planarization which eliminates several eddes

the graph. This usually results in longer paths as the node ha
less choices for forwarding a packet.

In this work, we propose a simple mechanism to help

During the past few years there has been an explospackets overcome local minima. When the packet cannot be
growth in research devoted to the field of wireless sensfarwarded to a node closer to the destination, still a greedy
networks, covering a broad range of areas, from understgndchoice is made from the other neighbors of the node, even
theoretical issues to technological advances that made thé¢hat means the packet will head backwards. By making
realization of such networks possible. Routing has becorsere that the packet is not sent twice to the same node, we
the foremost problem in such networks. Due to the energyentually reach a node where positive progress can be made.
constraints of sensor nodes, routing involves relayingsagass While early packets make this additional effort of “discover
through a series of intermediate nodes from source to degtig” the topology, we employ aross-layeredapproach to take
nation. Moreover, the memory constraints and communioatiadvantage of the experience gained by this effort and ingrov
overhead involved do not allow the use of routing tables amergy and communication efficiency of routing subsequent
in wired networks. So, in random topologies the network hgmckets. We create an interdependency between the physical
to discover routes that fulfill certain criteria such as minim and the routing layer to relate routing decisions of nodeh wi
power utilization and/or minimum path length. those of their neighbors and improve the routing paths.

One of the proposed techniques for routing in sensor net-GRAViTy (Geographic Routing Around Voids In any Topol-
works is geographic routing [1], [2], where each node hawY of sensor networks) is a localized routing protocol viahic
knowledge of its position as well as the position of the basdficiently produce paths that compete with the shortedigat
station, and therefore can forward the data packets closmder the presence of topological voids. The protocol has th
to the destination. Geographic routing is efficient in dendellowing properties:

I. INTRODUCTION
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1) Direction-based routingEach node estimates the directl, we discuss related work and in Section Ill we describe
tion of the base station as well as that of its neighbofSRAVITy in detail . In particular, we start by showing how our
and forwards the packet to the node with the directiostrategy compares with perimeter routing under the presenc
closest to thedirection of the base station. The pathof different types of voids and then show how to enhance our
produced are single-paths. protocol by looking at subsequent packets that take adganta

2) Localization Each node makes decisions based solely af the knowledge gained in the past. We also demonstrate
local information, that is information gained from factdhow the protocol adjusts to topological changes due to node
within its neighborhood. This includes the location ofailures. In Section IV, we discuss some implementationdss
its neighbors with respect to the base station as well a#ile in Section V, we present our experimental results and
routing decisions that they make. argue about the efficiency of our protocol. Finally, we coel

3) Loop-freedom and memorizatiodnder the presence of in Section VI.
routing holes, there may not always exist next hops with
positive advantage towards the destination. In this case, I
localized, greedy algorithms are not loop-free unless
they use some kind of memorization. Some information In early work on geographic routing [1], [2] the notion of
about past traffic must be stored either in the routedfeedy forwarding was introduced, where the location of a
packet or in the nodes. Keeping this extra information ifode is taken into account in order to make progress towards
the packet increases its length, and makes transmissib@ destination. However, greedy forwarding fails when a
by nodes more expensive. Our protocol stores sorfi@de has no neighbors closer to the destination. A similar
information about past traffic only in certain nodescheme has been proposed in [5] where the direction of
and only for a short period of time. Moreover, théhe neighboring nodes is used as the criterion for greedy
information stored is bounded, since it concerns trafff@rwarding.
only in the neighborhood of each node. Under the presence of routing holes, greedy forwarding

4) Minimization of distance traveledOur protocol opti- fails and alternative strategies must be used in order toemak
mizes the distance traversed by the routed packet, usipiggress until greedy forwarding can resume. As we already
only local information. It turns out that the resultingmentioned, one popular solution face routing[3], [4], [6]
path is very close to the shortest path from source (8lso called perimeter routing or planar graph traversetjch
destination. uses face changes and the right-hand-rule to route aroend th

5) Scalability Our routing algorithm performs well for anvoid. In order for face routing to work correctly, the nodes
arbitrary number of nodes. Scalability is tightly relatednust run a distributed algorithm that planarizes the nekwor
to the notion of localization. As long as each nodgraph. Besides the extra overhead this operation imposes, i
selects the next hop based solely on local informatioflliminates edges from the graph, resulting in less possible
the performance of the algorithm is not affected by thehoices for nodes to forward packets and therefore inefficie
network size. path lengths.

6) Guaranteed message delive@ur algorithm guarantees A proposal to replace the right-hand rule by distance up-
message delivery provided the network remains cograding is presented in [7]. During an initial phase eachenod
nected. learns its distance to the base station. The packet is alioays

7) RobustnessThe accuracy of destination of the basaarded to the neighbor with the smallest distance. The asitho
station and that of neighboring nodes does not affeptopose a way to transform the routing graph by artificially
the efficiency of our protocol. increasing the distance value of dead-ends, so the packet is

In what follows we assume that the number of sensor noddgver forwarded to them. Their strategy however requires an
in the network isN and there is a single destination poift additional overhead of control packets until all dead-eads

that represents the center where data should be sent. mde%noved by the network. This overhead IS proport|oqal to the
the node that sensed the event Sy We assume that eaChnumber of voids and the network size, and can be increased
node has the following capabilities (in Section IV we willese SUPstantially for sparse networks. Furthermore, withdét t

how these assumptions are validated by current technalogi resence of artificially created holes, the algorithm bebkav
advancements): the same as GPSR in random networks.

_ o _ Other strategies have been proposed for bypassing routing
1) It can estimate the Direction of Arrival (DoA) of apgjes that also avoid the use of perimeter mode. In [8],
received transmission, and the base station is reached by having nodes memorizing
2) It knows the general direction of the base stadn  he shapes of holes so that when a packet gets stuck the
We also assume that the sensor nodes are statically locakgbrithm computes the shorter side of a hole and forwarels th
after deployment. Hence we do not consider here a dynarpiacket accordingly. However, when holes are large, the high
sensor network, where sensors are mobile. Finally, note tit@mmunication overhead and memorization in nodes along the
each sensor node i®t assumed to know its location, sinceholes is increased.
our forwarding strategy is based on angles (direction) atd n The use of depth first search for route discovery in geo-
on coordinates (position). graphic routing has been proposed in [9] and [10]. In [9]heac
The rest of the paper is organized as follows: In Sectiorode puts its name and address on the packet and forwards it

. RELATED WORK
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to the neighbor that minimizes the Euclidean distance. &hos
neighbors that have forwarded the packet in the past are
excluded from the legitimate candidates. However, thigikin
of information in the packet increases its transmissiorrggne
and makes the protocol less scalable for large network .sizes
In [10], the authors show how to use DFS in order to construct
QoS paths. The whole DFS path from source to destination
is followed, assuming the use of GPS. The nodes on thg. 1. Forwarding strategy based on direction. Nétiéorwards the packet
created path memorize both the previous and the next nadée neighborP; with the largest angle. In this example, the node with the
on the path. Each time a node receives the same packet twidé; angle will be selected.

it returns it to the sender in order to avoid loops, resulting

in excess transmissions. Furthermore, no power consumptio

model is assumed, so the energy efficiency of the algorithgﬁ[?d their corresponding anglgs. This table could have been

is not shown, and no comparison with GPSR is attempted.created’ for example, in an initial phase after deploymént o

A completely different forwarding strategy in geographiéhe. rr:(;twortk whe(;etheacrtlhnode Ib ro?dck?sasts requei; ;O all gs
routing is the restricted directional flooding. For examjle Neignbors to send them the angle at which they would forwar

[11] a protocol is presented where information on a sensg‘aDaCkEt originating from itself.

: s . Neighbors compute this angle by using information avail-
event is propagated towards a receiving center by actiyatin . . .
propad g y acty able to them, i.e. the DoA of the received “request” signal an

only those nodes that lie very close to the optimal path betwe o .
the source of the event and the destination. By changin hgdlrectlon of the base statioR, The table of angles created
y the requesting node is not to be used as a routing table.

parameter of the protocol, the average size of the propayatt st st i tion that will facilitate th it f
front of nodes can be configured, where the front is simp Just stores information that will taciiitate the appitazn o
le 1, and the rules to follow.

the nodes that lie at the edge of the transmission zone tswa Anal fromo to 180 d The ol

the destination. If this front is set bigger than an obstacle nge: ¢ can range room 0 egrees. 1he closer

void, then obstacles can be bypassed. a node’s angle is tal80°, the closer that node is to the
Fi,nally the use of a cross-layered approach has been pfrc())r_vvard direction towards the destination. A node with akma

posed in [12], where it has been pointed out that truly efﬁibieangle IS a bgckward no,de. If.there exists no node in the
use of network resources and optimization of end-to-ef@rward direction, we don't consider the node a dead-ene. Th

quality in wireless networks requires exchange of infoiorat ago”t_hm W'” choose a backward node. Therefore, a packet
across the layers that would not be possible with the tiuii foIIowmg th|§ greedy strategy does not always move closer t
layer interfaces. Recently, the cross-layered approasibéan the destination.

used to geographical routing in sensor networks in order toThe fact that the packet can go backwgrds means that
improve its energy efficiency [13]. eventually the packet may reach a node that is already part of

the routing path, creating a loop. In this case we would have
. GRAVITY to drop the packet. But since we want to guarantee delivery to

. . : ) , the destination, we need an additional rule to prevent loops
In this section we discuss GRAVITy in detail. We break

down the description in various subsections and “rules” to

ease the readability of the protocol and motivate the need fo Rule 2: A node Ca’_‘”‘“ forward the packet to a neighbor,
each “enhancement”. which has forwarded it before.

A. Routing a single packet This suggest; that a nodE vinI choose to forward the
o . packet to a neighbot®; according to Rule 1, unless that
We start by describing how nodes can forward a singigsjghhor has already forwarded that packet (belongs to the
packet, assuming no prior routing history of the networky, ing path), in which case node will choose to forward
When a node, say” (Figure 1), receives a packet for deSy,e nacket to the neighbor with the next largest angle. lerord
tination D, it needs to decide which of its neighbors the, (aqjize that, we need to find a way so that by the time a
packet should be forwarded to. Let = (1, D) be the angle ;et reaches a node, that node knows which of its neighbors
between nodé”, its neighborP; and the destinatiod. Then a6 forwarded the packet before and exclude them from the
I forwards the packet according to the following local ruleynyarding decision. If this is not the case, those neigbor
will have to receive the packet and send it back to the sender
Rule 1: Each nodéd” forwards a packet to the neighbd, node, resulting in two excess broadcasts. To avoid thesssxc
with the maximum anglé; = (F'P; D). transmissions we employ @oss-layeredapproach [12].
Wireless networks normally use a single-frequency commu-
When nodeP; receives the packet from nodg, it will nication model. When a packet is broadcasted, it is heard by
mark node F' as its parent and F' will mark node P; as all nodes in the transmission range of the sender. Thesesnode
its child. In order for nodeF' to decide which of its 1-hop have to open the header of the packet (in the MAC layer),
neighbors has the best forwarding angle, we assume thatvitere the sender and recipient are included, and check if
keeps in memory a tablgP;, ¢;)) with all its neighborsP; they are the indented receivers. If not, they stop receiaimg
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the information of the packet's sender and recipient acde®s
can be passed to the routing level of the node and be stored.
So, when that node needs to make a forwarding decision, it
will already know which of its neighbors have received and
forwarded the packet, since that information can be found in
the overheard packets.

Therefore, in order to prevent loops, each node that par-
ticipates in the routing procedure must memorize traffic in-
formation in its neighborhood for a short period of time.
This means that no extra information is stored inside the
packet, which otherwise would increase transmission gnerg
The only memory requirement is that nodes must store the
routing information of packets that were forwarded in their.

. . . . . Fig. 2. Packet is routed from source nofleto destinationD. When the
neighborhood in the recent past. As we will see in Secthﬁg

cket reaches a dead-end (ndslpit backtracks and follows the next best
V, depending on the network size, only a few couples @hth.
integers need to be stored in each node, which is feasible for
the memory space available in sensor nodes.

So, by receiving a packet, a node has all necessary infor-
mation to select one of its neighbors to forward the packet
to. However, there is the case where the packet has reached a
local minimum and the only available neighbor is the nodé tha
sent it (the parent). Then we say that the packet has reached
a dead-endand according to rules 1 and 2, it cannot make
any more progress. The only way to recover from this local
maximum is to send the packet back to the parent. We call
this actionbacktrackingand we modify Rule 2 as follows:

S

Rule 2 (revised): A node cannot forward the packet to a
neighbor that has forwarded it before. If no other neighbors
exist, the packet is forwarded to the node’s parent (backtra
ing). Then we say that nodeis a dead-end.

When this is the case, the parent excludefrom future Fi%- 3. B,eha‘t/ior OfSPSR Ii” the t%fese”‘?e Otf VOi?St-hAt ndﬂﬁfmacﬁet
. . P . . . . - enters perimeter mode exploring the perimeter o e grap ns to
transmissions and ehmmat«_as it from its list pf v_al|d neighs. greedy mode again at node.
In case other neighbors exist, the parent will pick the bast o
according to rules 1 and 2, and send the packet to it, updating

its child pointer. Otherwise, it will backtrack to its patemd  \ye distinguish between two different kinds of voids: closed
proceed accordingly. voids, and open voids (see Figure 3). In closed voids, once a

Figure 2 illustrates the case of a dead-end. Nédéas packet has reached a point at the face of the void where it
forwarded the packet to nod, which in its turn chooses to cannot move further there are two different directions fhat
forward it to nodeB, as the best option. Nodg has no other can travel in order to bypass it, even though one may be more
neighbors thanP, so backtracking is necessary. As a resulgficient (j.e. shorter) than the other. In open voids, thisre
node B sends the packet back to node Node P has only only one correct direction. The other direction will not dea
one option now: to forward the packet to nodle sinceF'is 1o the destination, and therefore we need to head backwards
its parent andB a backtracking node. and choose a different way.

By having only local information available, the routing ppat
will have to “explore” the topology in order to find its way to
the destination. Using the right-hand rule, inefficientysanay

Often, in sensor networks we have to deal with “holeshe produced, exactly because the counter-clock-wisetatirec
where a node has no forward neighbors towards the desti-always used. This may cause the packet to be routed
nation. These holes can be formed either due to topologiedbng the boundary of the whole graph, before it reaches the
voids or by failure of sensor nodes due to a number of reasatestination. This case is shown in Figure 3, where GPSR was
(battery depletion, physical damage, malfunctioning), 8o employed. The packet starts at nofeand is forwarded in
routing path based on greedy forwarding may be blocked frogneedy mode until nod€’. In nodeC the algorithm turns to
moving closer to the base station due to the lack of relayipgrimeter routing and traverses the boundary of the graph un
nodes to cross the void. In this case the packet must find ftsdeG is reached (the first node closer to destination thn
way by moving “around” the void. where it turns back to greedy mode again.

B. Bypassing topological voids
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Fig. 4. Routing around voids with GRAViTy. The packet exgi®rthe Fig. 5. Child pointers created, after a single packet has beated from
topology around the open void until it finds the way throughled'. sourceS to destinationD (as shown in Figure 4). Pointers are directional
(not shown here) and point to the direction that lead®to

In Figure 4 it is shown how GRAViTy manages to find
a path to the destination. The packet (which is routed asl) Eliminate dead-endsWhen a node backtracks to its

indicated by the links in bold) reaches nodeand cannot

make any further progress towards the destination. By awpid

nodes that has visited before, the algorithm continuessihgo
the best possible direction according to the greedy coiteri

parent, then the parent can mark this child in its table
and never forward a packet to it again. If the packet
didn't find a way to the destination through that node,
subsequent traffic won't find one either.

However the packet does not always make a positive progres2) Eliminate triangles When a node forwards the packet

It rather “exhausts” the area around the void, until it finds a  to one of its neighbor, and that neighbor forwards it to

way to move forward. Of course, it still possible that theleic another neighbor of the initial sender, then a shortcut

may do a lot of unnecessary work, but as we will see in the can be created bypassing the intermediate neighbor.

experimental section this is rarely the case. 3) Eliminate crossingsWhen a packet is being forwarded
across the neighborhood of a nodfter that node has

C. Routing subsequent traffic forwarded the same packet, then the node can update its

In the previous sections we saw how packets have to child pointer by overhearing to this transmission.
explore the graph in order to find their way to the destination The latter case can be observed in Figure 4. Ndde
Subsequent traffic could gain from this experience and sdwgwards the packet to nodE'. Node A that has forwarded
the effort of excess hops. We achieve this by storing that packet to nodé in the past, upon overhearing this trans-
small amount of information in the nodes. In particular, theission can update its child pointer to point at its neighbor
child pointer is the only information that is needed. Wheihe next time a packet arrives at nodeit will be forwarded
forwarding a packet through some neighborhood for the firdirectly to nodeF’, eliminating the “closed circuit” and saving
time, the child pointers that are created in nodes can hdlp hops from the routing path. Note that in this case, the
improve substantially the routing paths of subsequentgtack resulting path is also the shortest path. Moreover, the same
We begin by defining the following rule: broadcast will be heard by3 as well, which since it has

participated in the routing path it will also update its dhil

Rule 3: When an intermediate node with its child pointg?ointer toF.
not being null receives a packet, it will forward the packet SO, nodes that make a greedy choice and forward the packet

to the preselected child without making any other routin§@n gain substantial information by the routing decisiohs o
decisions. their neighbors. We formulate the above three cases asviallo

So, a packet that is routed to the base station needs onlyRule 4: For a broadcast of a packet from nodeto node
to discover a path until it reaches a node that has a child€ach node that overhears it and has forwarded that packet
pointer. Thereafter, it will follow a predetermined patfitivout before updates its child pointer to, if v belongs to its
any excess effort. This follows common intuition since if &eighbors, or else it updates it to
previous packet has explored the topology to find an efficient
path then any subsequent traffic that reaches the same nodehis applies also in the case of backtracking. Since the
will have to follow the same path, eventually. So, we capacket follows a path that does not contain loops (due to Rule
gain from past “experience”. However, there are three ways2), then updating child pointers according to Rule 3 will not
improve upon this situation: create loops either.
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Fig. 6. Child pointers created after routing packets gerdréy random Fig. 7. Adjusting to topological changes due to nd@dailure.
source nodes. They all point to the direction that leads siinktion D.

The child pointers created from the routing of the packgfaths may have to change substantially. So, we define the
from source nodé to destinationD, as we described in Figurefollowing rule to deal with node failures:

4, are shown in Figure 5. As we see, the excess communication

effort of initial packets trying to reach the destinationnist

wasted. If a packet in an “unexplored” part of the graph takesRule 5: When a packet reaches a node that its child has
a way that does not lead to the destination (because of fadled, then that node sets a flag in the packet indicating tha
myopic strategy) and then have to turn back and chooseddY node which receives it should forward it by applying the
different way, it has still created the right child pointess 9dreedy criterion all over again, ignoring its child pointgif

its passage to be used by other nodes that need to send aaw-

to the destination. So, if now nodB needs to send data to

D, itwill directly forward the packet to nodé’, according 1o 14t ig ) the described rules so far still apply, excepleRu
Rule 3, bypassing the greedy forwarding procedure thatoy| tpe node that its child node has failed will have to erase

re;ult In excess hops. Likewise, nodethat does not haYe 4that node from its table and forward the packer again, apglyi
child pointer would forward the packet to nodeaccording gy e 1 and setting the flag. The same applies for the rest of
to the greedy criterion, and from then on, the constructed pgye nodes: any node receiving that packet will erase itsichil
of child pomters would be followed. _ pointer and decide where to forward the packer according to
We applied these rules to the network of Figure 4 Do greedy criterion, creating a new child pointer. The pack

choosing nodes at random and have them generate pacligiSpe routed like it is the first packet in the network (as
which are routed to nod®. The result is shown in Figure 6. yescriped in Section I11-A) until it reaches the destinatio.

In the figure, only the child pointers are shown and not the ) ]

communication links. What has been created is a tree of path§©r example, let's assume that node (Figure 6) fails.
that connects each node of the network with the destinati@fPPOse that a new packet is again generated at Soated
through a single path. As we will see in the experiment&€en routed following the discovered path until nddeThen
section these paths are on the average ab@utonger than node F' will realize that it's child nodeR has failed. Node&-

their corresponding shortest paths and a lot better than §fiS the flag in the packet and forwards it to the node with
paths produced by GPSR. the maximum angle (excluding of course naldp After that,

the packet will be re-routed like it was the first packet in the
network, creating new paths (i.e. child pointers), as shown
D. Dealing with node failures Figure 7. As it was expected, the next efficient path to reach

Since our routing protocol creates single paths, we haveft§ destination is through nodé'.
deal with node failures. A node may have its energy exhaustedlo show that the topology (and the routing paths) may
or fail unexpectedly, cutting-off paths that go throughTiten, have to change substantially due to node failures, assuate th
these paths must be restored, bypassing the dead node. nodeW fails too. The resulting paths are shown in Figure 8.

Since nodes are blind beyond their neighborhood, it is tif@mparing with Figure 7 we see that packets originated from
packet that has to re-discover a new path as if it is forwardéue left part of the network now have to follow completely
for the first time (Section 1lI-A). A dead node may havalifferent paths. In Section V, we present simulation result
created a new void or extended an old one, resulting intlzat show how much this procedure of re-discovering paths
completely different topology of the network, and thus thburdens the efficiency of the protocol.
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Fig. 8. Adjusting to topological changes due to nddefailure.

if packet received {
if child != null
if sender == child {
mark child as dead-end
child = null
}
else
forward the packet to child
else if child == null
if parent == null
parent = sender of the packet
if all of w’s neighbors have
forwarded that packet
send packet to w’s parent
else {
for all neighbors that have not forwarded
the packet && are not dead-ends
find neighbor N with the largest angle
forward packet to N
child = N
}
}

if overheard packet transmission
from node u to node v
if w have forwarded that packet before
if v belongs to your neighbors
child = v
else

child = u

else

store "u has forwarded packet p"

Fig. 9. Algorithmic description of the GRAVIiTy protocol foraeh nodew

of the network.

E. Summarizing the protocol

Figure 9 summarizes the GRAVITy protocol for routingDro
a packet according to the rules we have presented so far.
Any data structures needed to store the necessary infamat]"
for this algorithm should result easily from the algoritiomi
description. However, note that memory requirements a

discussed in Section V-A.4.

parent pointers should be reset.

IV. | MPLEMENTATION ISSUES

In order to be able to implement the proposed algorithm, we
assume that each sensor node has the ability to estimate the
Direction of Arrival (DoA) of incident electromagnetic wes.

DoA measurements can be implemented in a cost effective
way on sensor nodes with the use of switched antenna arrays
with an accuracy of 5 degrees [14], [15]. In the experimental
analysis at Section V we show how this error in estimation
affects the performance of GRAVITYy.

Knowing the incident angle of arrival, all nodes are able to
execute the proposed conditional propagation algorithiris |
therefore assumed that each node can estimate the DoA of data
packets received from nearby nodes, and it can estimate the
relative direction of the sinkD, provided that the sink sends
out beacon messages during an initial phase after depldymen
and these can be captured by all the nodes in the network. An
alternative way for nodes to calculate the DoA of messages
coming from their neighbors can be used if nodes know their
positions in the network by acquiring it from some location
service [16], or by computing it using a hash function in a
data-centric storage scheme [17].

Another important characteristic of our protocol is thetfac
that nodes gain information by overhearing packets broad-
casted by their neighbors to other nodes. The transmittér an
recipient addresses are included in the packet's MAC header
as well as a sequence control field used to uniquely identify
packets. No extra communication overhead is required to gai
this information. The only extra energy needed is to keep the
nodes, which are inside the transmission range of the node
transmitting, awake in order to acquire the MAC header of
the packet. However, as we have described, this information
reduces substantially the routing path, so overall we gain i
terms of energy efficiency.

V. EXPERIMENTAL ANALYSIS

All experiments were carried out on connected random unit
graphs. For each experiment the network was deployed in an
area with dimension&00, 500). Each of the nodes was placed
by choosing its coordinates at random in that interval. We
have also assumed a collision-free environment to simplify
the simulations and gain a quick insight into several major
perties of our algorithm.
arameters that we consider important in defining a net-
orking context in our experiments are network size (number
of nodes) and node density (average number of neighbors for
ch node). Since our deployment area is the same for each
experiment, we achieve different node densities by changin

: . . . . .the radius of the nodes. Our experiments were designedtto tes
What was described in section IlI-D is not incorporated i : :
e protocol in terms of distance traversed by packets.

Figure 9, in order to keep the algorithm more simple. So, Ruﬂ%
5 is not included in the figure. In case a node tries to send o

a packet and the receiver is reported dead, then the senffefRouting first packet

must remove that node from its table, reset its child pointer The first round of experiments is intended to evaluate the

and set a flag in the packet, as described in section lll-performance of routing a single packet in an unexplored

Then it looks for a new receiver. In the same way, if a packeandom topology. For each experiment the base station was
is received with the packet’s flag set, any previous child amtkfined to be the upper, rightmost node of the topology
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and the source be the lower, leftmost node. In this way we ‘ ‘ ‘ R,
maximize the distance to be traversed by the packet to reach ]
the destination. Since the topologies were random, open and
closed voids of different sizes were formed and the packet ha
to explore and bypass them.

1) Impact of network sizeWe generated 6000 different
random topologies for each network size. For each topology
we generated a packet that had to be routed from source to
destination and computed for each one tago of the found .
path to the shortest path. This is calculated as the sum of hop
lengths that the packet traversed over the sum of hop lengths . ‘ ‘
of the corresponding shortest path. Therefore, the ratiwsh g st e
how ml.JCh longer the resulted path is compared _tO the Shortﬁg{ 11. Ratio of shortest paths found by GPSR and GRAViTy sation
path. Figure 10 shows the mean values of the ratio for diffferesf the network density.
network sizes and a fixed density of 8 neighbors on average.

For comparison purposes, the corresponding ratio for GPSR 01
is also shown.

Path Length / Shortest Path
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Fig. 12. Average length of backtracking as a function of tatwvork density.
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Fig. 10. Ratio of shortest paths found by GPSR and GRAViTy asation ~packets routed by GRAViTy will have to traverse larger paths
of the network size. The average number of neighbors of eadh 8. because of backtracking. However, Figure 12 shows that the
excess distance traversed because of backtracking is only a
As we see, GRAVITy results in path lengths that aremall fraction of the overall path. For example, if we assume
considerably shorter than those of GPSR. As the network s&@eighbors on the average for each node, 8filyof the path
increases, GPSR becomes more inefficient while GRAViTgngth is due to backtracking.
maintains nearly the same ratio. This is because the imgact 03) Impact of direction inaccuracy:So far in our exper-
dead-ends in the topology can be significant for GPSR as theéents we have assumed ideal antennas. However, as we
network size increases. Packets will have to be routed @ut vhentioned in Section IV, realistic switched antenna arrays
longer paths based on the right-hand rule. On the other hahdye an accuracy af5 degrees. So, in Figure 13 we repeated
GRAVITy remains close to the local maximum and explorehe experiment of the impact of network size on the average
nearby paths until it finds a way to bypass it. length of routing paths, including a statistical error inedtion
2) Impact of network densityWWe next study the effect of estimation of+5 degrees.
different network densities on the average length of rautin This statistical error makes the forwarding procedure prob
paths. Our experiments were done on networks of 500 nodeskilistic. The next hop is not always chosen to be the node
As the density drops, the sizes of the routing holes increasgith the best direction towards the destination. Furtheamo
the topology becomes more sparse and it is harder forag the network gets larger, there is a higher probability of
geographical routing algorithm to find a path to the desitimat relative direction inaccuracy. As Figure 13 shows, for $mal
Figure 11 shows that in the case of sparse networks, routimgtwork sizes the error in direction estimation does natcaff
paths are considerably longer than shortest paths. As the performance of the protocol, but for sizes higher theb 50
network becomes more dense, the ratio drops fast and becomeses the performance is improved. This perhaps suggests
almost 1 for average number of neighbors above 10. In sugtat the use of randomization may further improve the paths
networks the routing holes are eliminated and both GPS8und. Recently, other researchers have studied the ingfact
and GRAViTy manage to find routing paths by just greedgrobabilistic selection of candidate neighbors [18] ansieha
forwarding. shown that it can also improve the lifetime of the network
In sparse networks GPSR will have to go into perimetend decrease the overall end-to-end delay. In future relsear
routing more often which results in longer paths. Likewisaye indent to study more thoroughly the effect of probahdist
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R and most of the nodes are asleep except those that connect
| the source of an event to the destination. Most importantly,
however, because data aggregation is applied to interteedia
247 ] nodes. So, even if multiple events happen at the same time and
1 generate a lot of network traffic, information is aggregeaded
it reaches the same nodes from different directions.
] In our experiments we did not consider any data aggrega-
//a/c: ] tion. So, in this case, when 10 packets exist in the network,
] the maximum number of memory entries any node will have
to store is 5. When we increase the number of packets by a
S factor of 10, the number of entries increase by a factor of 3, i
oI e e e 0 w0 the case of network size equal to 800 nodes, and by a factor of
4, in the case of 400 nodes. In any case, we believe that these
memory requirements are consistent with the space awvailabl
in sensor nodes’ chips today.

Path Length / Shortest Path
N

Fig. 13. Direction inaccuracy of directional antennas impsothe perfor-
mance of GRAVITYy.

forwarding in GRAVITY. o _ B. Routing subsequent traffic
4) Memory requirementsAs we described in section 3, Th i th . d wh b t K
in order to avoid loops, nodes overhear their neighbor’'s € routng paths are improved when subsequent pack-

transmissions in order to be aware which of those are p are routec_j using child pointers created in the ne_twork.
of the routing path. In this way when a node has a pac plored portions 9f the tqpology can be tra\{erseq with no
to forward, it will remove from consideration the neighborgxcess hops. In this experimental setting we investigdted t

which have forwarded the packet themselves. The requirgtarforma}ncg of GRAVITY on routing.SOO packets from random
ources in different random topologies of 400 nodes, and sho

information to be stored is the tuple (packet ID, sender 1D}, h th i th lenaths ch d
where packet ID is a unique identifier of the packet and sen W much the routing pain fengths change as more and more
packets are injected into the network.

ID is the ID of the node that sent it. As it is sh N Fi 15 th o h idl
In order to see how much memory is required by the S It Is shown in Figure 15, the path lengths rapidly

nodes to store this information, we simulated topologiesneh approximate the correspond?ng shgrtest path lengthsr afte
several packets were injected in the network at sizene a few packets have been injected in the network, and they

time. When a packet reached the destination, we deleted frﬁ@come only7%'longer' than the opt|mum. In the same figure,
the nodes any entries with the corresponding packet ID al corresponding ra_tlo_ for GPS.R is shown, which does not
injected in the network a new packet. In this way, there Wep@an_ge as more traffic is routed in the n_etwork. GPSR. always
always a predefined number of packets in the network. FigLHEOY'deS the same paths "’_‘”d does not improve with time.

14 shows the results for different network sizes. All of the SINCé nodes were routing several packets, we added an

networks in our experiments had the same density, i.e. tRBE'9Y model in order to make the experiment more realistic
average number of neighbors for each node was 8. and simulate the effect of nodes bemg energy erle_ted.|3n Fh
case, GRAVITy employs the mechanism described in Section

6 in order to reset child pointers and adjust to the resulting
topology changes.

asp ] A free space propagation with data rate set to 2 MB/s is
assumed. Packet lengths are 10 Kbit for data packets and
] 2 Kbit for control packets (RTS/CTS/ACK). Each node has

an initial energy of 0.7 Joules. It consumes 660 mW for
transmission, 395 mW for reception and 35 mW in the idle
state. A node is considered non-functional if its energyellev
reaches zero.

o ] Figure 16 shows how the ratio of the average path length
over the shortest path length is changed, as more packets are
routed until the network becomelisconnectedin the begin-

Number of memory entries

L L L L L
0 20 40 60 80 100 120 140

Hessages e ek ning the ratio drops fast and the performance is substntial
Fig. 14. Average number of entries stored in a node’s memory egpect 'mprOVEd’ as the child pomters a_re created and packets can
to concurrent packets in the network. follow them to reach the destination. However, as more and

more packets are routed, nodes start being energy exhausted
As it can been seen in Figure 14, we reached up to 180d turned off. Then packets need to rediscover the new
concurrent packets in the network. However, in a realisttopological changes and find new routes to the destination.
sensor network, it is not likely that there will exist so manyherefore, the ratio slowly increases as nodes are leatimg t
packets at the same time for two reasons: First, because nieévork. However, as it can be seen in the figure, the paths
nature of the data model in sensor networks is event-basedhain satisfactory and it is the network that first becomes
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Fig. 16. Impact of node failures to the average length of ngupaths.
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